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A B S T R A C T   

Numerical modeling of thermal runaway in Lithium-ion batteries has become a critical tool for designing safer 
battery systems. Significant progress has been made in developing kinetic mechanisms for decomposition re-
actions and including additional physics such as venting and combustion. However, the governing heat con-
duction equation and decomposition reaction equations become numerically stiff during thermal runaway, which 
limits the utility of thermal abuse models to low-dimensional formulations. The present work introduces a new 
solution strategy, which switches from the full, 3D transient heat conduction formulation to an adiabatic, 0D 
lumped body formulation only during the stiff portion of the simulation, i.e., only during thermal runaway. To 
test the new solver, a 3D thermal abuse model was configured to simulate an oven test of an 18650-format cell. 
The new solver was exercised for scenarios of varying degrees of stiffness, and the results were compared with a 
baseline solver using typical integration methods. For an extremely stiff scenario, computation speed was 
increased by a factor of 183x relative to the baseline solver, with little impact on solution accuracy, thus 
effectively alleviating the numerical stiffness issue. The new solution strategy addresses the poor scalability of 
high-dimensional models, such as 3D-CFD-based thermal abuse models, and improves their practicality for in-
dustrial use.   

1. Introduction 

The number and scope of publications focusing on numerical 
modeling of thermal runaway in Lithium-ion batteries have grown 
steadily in recent years. In the Journal of Power Sources, for example, a 
search for “Lithium-ion thermal abuse model” revealed 129 publications 
in the 1990’s, 270 publications in the 2000’s, and 644 publications in 
the 2010’s. Thermal abuse models are now commonly used to conduct 
trade studies [1,2], diagnose faults [3,4], and design modules, which are 
more robust to propagating failure [5]. Kurzawski et al. [6], for example, 
used thermal abuse modeling in a trade study of spacing between cells 
and interstitial material in the design of a propagation resistant, pouch 
cell module. 

Many thermal abuse and thermal propagation models are based on 
the principles of transient heat conduction [7–9]. The internal heat 
generation within the cell due to exothermic decomposition reactions is 
modeled using Arrhenius-type kinetics, and heat is conducted from the 
failing cell to its neighbors. Under certain conditions, conduction-based 
thermal abuse models are appropriate and perform well, viz. Kurzawski 

et al. [6]. However, capturing the effects of fire and/or ejecta becomes 
critically important in other scenarios. One clear example is shipping a 
group of low capacity cylindrical cells in a cardboard box. Flames 
emerging from a single cell or multiple cells may ignite the cardboard 
container, which results in additional energy release and heat transfer to 
adjacent cells [10]. The propagation rate is accelerated by the heat 
released from gas-phase and surface reactions, in addition to the heat 
conducted away from the failing cells. 

Thermal abuse models that include venting and the subsequent heat 
transfer effects are necessary to improve the predictive capability in 
assessing the risk of propagation. The directionality of vent gases, 
flames, and ejecta may be captured using 3D-CFD models [11]. How-
ever, high-dimensional models which simulate the full thermal runaway 
process suffer from the large numerical stiffness arising from the 
nonlinear source terms in the energy equation. Unlike low-dimensional 
models, higher-dimensional models become prohibitive due to the 
combination of high numerical stiffness, which forces the solver to take 
small time steps, and large computational domains, which require a 
large number of mesh elements. 
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Despite this challenge, little work has been done to address the 
computational efficiency of thermal abuse models subject to high nu-
merical stiffness. The present work addresses the high numerical stiff-
ness problem using a novel approach, which takes advantage of the 
extremely high internal heating rate during thermal runaway. This al-
lows the 3D formulation of the energy equation to be reduced to an 
adiabatic, 0D lumped body formulation only when numerical stiffness is 
highest, i.e., during thermal runaway. The reaction rate and conserva-
tion of energy equations are then integrated as a system of coupled ODEs 
during thermal runaway, when numerical stiffness is highest. The 
remainder of the paper describes the formulation of the model and new 
solution strategy, followed by a comparison of speed and accuracy for 
the new and baseline solvers applied to three different test cases having 
varying degrees of numerical stiffness. 

2. Methods 

2.1. 3-D thermal runaway model 

The present 3D thermal abuse model formulation follows the 
approach presented by Kim et al. [12]. For a motionless and incom-
pressible body, the conservation of energy equation reduces to the 
transient heat conduction equation [13]. Written in cylindrical co-
ordinates, the transient heat conduction equation is the primary gov-
erning equation: 
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where ρ and Cp are the density and specific heat capacity of the Li-ion 
cell, respectively, kr is the radial thermal conductivity, kθ is the 
circumferential thermal conductivity, kz is the axial thermal conduc-

tivity, and Q̇‴
int,i is the volumetric heat generation rate due to the ith 

internal decomposition reaction. For each decomposition reaction, the 
volumetric heat generation rate is: 

Q̇‴
int,i =

(Hi • mi • Ri)

Vcell
(2)  

where Hi is the heat of reaction, mi is the initial mass of reactants, Ri is 
the reaction rate, and Vcell is the volume of the battery cell [12]. The 
reaction rates are usually described by Arrhenius-type expressions, such 
as the first-order reaction shown below: 

− Ri =
dxi

dt
= − Ai exp

(

−
Ea,i

kb • T

)

xi (3)  

where xi may represent a non-dimensional species concentration, non- 
dimensional length scale, or fractional degree of conversion, Ai is the 
frequency factor, Ea,i is the activation energy, kb is the Boltzmann con-
stant, and T is temperature. In equations (1)–(3), the subscript i denotes 
a given decomposition reaction [12]. The present work considers four 
standard decomposition reactions: decomposition of the 
solid-electrolyte-interphase (SEI) layer [14,15], reaction of anode and 
electrolyte [14,15], reaction of cathode and electrolyte [14,16], and 
decomposition of electrolyte [12]. The reaction mechanisms are shown 
in Table 1. The kinetic parameters and initial conditions are listed in the 
Supplementary Material. 

The governing partial differential equation (1) is subject to initial 
condition: 

T(r, θ, z, t= 0)= T0 (4)  

a mixed convection/radiation boundary condition at each outer surface: 

− kr
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⃒
⃒
⃒
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= h(T − T∞) + εσ
(
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)
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and an adiabatic boundary condition at the top and bottom surfaces: 
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= 0 (5b)  

− kz
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⃒

z=L
= 0 (5c)  

In equation (5), Ro is the outer radius of the cell, L is the length of the 
cell, h is the convection coefficient, T∞ is the freestream temperature, 
and ε is the surface emissivity. The reaction rate ordinary differential 
equation (3) is subject to initial condition: 

xi(r, θ, z, t= 0)= x0 (6) 

All model input parameters needed for equation (1) through (6) are 
reported in the Supplementary Material. 

2.2. Baseline solution strategy 

The baseline solver is implemented using a commercial, finite vol-
ume solver to discretize and integrate the governing equations [17,18]. 
The computational domain comprised a single cylinder with an 18 mm 
diameter and 65 mm height, representing an 18650 format Li-ion cell. 
The computational mesh uses 26,250 structured, hexahedral cells, as 
shown in Fig. 1(a), and a schematic of the baseline solver algorithm is 
shown in Fig. 1(b). 

The solution is initialized, and the solver enters the outer, time- 
stepping loop at timestep N = 1. The time step size is adjusted during 
the simulation using an adaptive time-stepping algorithm, following 
Parhizi et al. [19], where the associated parameters are reported in the 
Supplementary Material. The solver then enters the inner loop, at iter-
ation n = 1. During the first iteration of the inner loop, the reaction rates 
are updated, the volumetric heat source term is updated, and the reac-
tion rates are integrated using the fourth-order Runge-Kutta method. 
One advantage of using explicit Runge-Kutta methods to integrate the 
decomposition reaction equations is avoiding the re-computation of the 
heat source term during each iteration of the inner loop, as opposed to 
implicit methods [19]. The transient heat conduction equation (1) is a 
partial differential equation integrated using second-order implicit 
temporal discretization and second-order central difference spatial dis-
cretization. The solver checks for convergence of equation (1) and in-
creases the iteration number of the inner loop, if necessary. Otherwise, 
the solver proceeds to the next time step and continues until the simu-
lation time exceeds the final time, tend. 

Table 1 
Reaction rate and source terms for the decomposition reactions.  

Reaction Variable Reaction 
Rate 

Source Term Reference 

Dimensionless Amount of 
lithium-containing meta- 
stable species in the SEI 
layer, xsei 

dxsei

dt
= −

ksei 

ksei = Asei exp
(
−

Ea,sei

kbT

)

xsei 

[14,15] 

Dimensionless amount of 
lithium in the anode, xAnE 

dxAnE

dt
= −

kAnE 

kAnE = AAnE exp
(
−

Ea,AnE

kbT

)

exp
(

−
z
z0

)

xAnE 

[14,15] 

Dimensionless SEI 
thickness, z 

dz
dt

= ktSEI 
ktSEI = − kAnE [14,15] 

Cathode-electrolyte 
reaction degree of 
conversion, αcat 

dαcat

dt
=

kcat 

kcat = Acat exp
(
−

Ea,cat

kbT

)

(αcat)(1 − αcat)

[14,16] 

Dimensionless electrolyte 
concentration, xelec 

dxelec

dt
= −

kelec  

kelec = Aelec exp
(
−

Ea,elec

kbT

)

(xelec)

[12]  
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2.3. New solution strategy 

The new solver uses the same discretization schemes, adaptive time- 
stepping algorithm, and overall logic as the baseline solver. The primary 
difference compared with the baseline model is the treatment of the 
rapid heating period that takes place during thermal runaway. At a 
certain time during thermal runaway, the rate of internal heat genera-
tion far exceeds the rate of heat conduction within the cell and external 
heat dissipation at the cell boundaries. Under this condition, the 3D 
transient heat conduction equation (1) may be reduced to an adiabatic, 
0D lumped body formulation. The resulting ordinary differential equa-
tion (ODE) is: 

mCp
dT
dt

=
∑

Q̇int,i (7)  

where m is the mass of the cell, T is the volume-averaged temperature of 
the battery cell, and the reaction heat source terms, Q̇int,i, are total heat 
generation rate rather than the volumetric heat generation rates in 
equation (1). 

The criterion for switching from the full 3D transient heat conduction 
equation (1) to lumped mass formulation (7) was based on the ratio of 
total internal heat generation rate to the internal heat conduction rate: 
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The model formulation was switched to equation (7) when χentry 
exceeded a value of 10 at all points in the volume of the battery cell. 
Once the solver enters lumped mass formulation, equation (7), there will 
be no internal temperature gradient and χentry becomes infinite. To 
define a suitable exit criterion, the ratio of internal heat generation rate 
to convective and radiative heat dissipation rate at the surface of the cell 
was calculated: 

χexit =

∑
Q̇’’’

int,iVcell
⃒
⃒hAs(T − T∞) + εAsσ

(
T4

− T4
∞

)⃒
⃒

(9)  

where As is the convective surface area (other parameters are defined in 
the Supplementary Material). The exit criterion was defined when the 
value of χexit decreased below a value of 10 at all points in the volume of 
the battery cell. 

Since the governing equation (7) and reaction rate equation (3) are 
now a system of coupled ODEs, the integration with respect to time can 
be accomplished practically instantaneously, relative to the time 
required to integrate the full 3D transient heat conduction equation 
throughout thermal runaway. A schematic of the new solver is shown in 
Fig. 1(c), and the solution procedure is as follows.  

1. Prior to thermal runaway, integrate equations (1) and (3) using the 
same methods as the baseline solver. Refer to the annotated (#1) on 
Fig. 1(c) and follow the bold lines to visualize the process flow of the 
baseline solver.  

2. When the value of χentry exceeds 10 at all points in the jellyroll, pause 
the solver and calculate the volume-average temperature, T, and the 
volume-average reaction variables, xi, for the most recent time step. 
A flag variable is used to track the state of the solver, initially set as 
flag = false. When the entry criterion is met, set flag = true, as shown 
by the annotated (#2) on Fig. 1(c).  

3. Re-cast the transient heat conduction equation into an adiabatic, 
lumped body ODE, shown in equation (7). Integrate both (7) and (3) 
using the fourth-order Runge-Kutta method and adaptive time- 
stepping where the initial conditions are taken from the volume- 
averaged values calculated in step #2. Stop integration when the 
value of χexit decreases below a value of 10. After this integration is 
complete, the time history of temperature and reaction variables are 
saved in a data file. Refer to the annotated (#3) on Fig. 1(c). 

4. Resume time-marching but disable the adaptive time-stepping al-
gorithm such that the time step is now constant and held equal to the 
most recent time step size from step #2. The reaction heat source 
term, equation (2), is then artificially set to zero to reduce the stiff-
ness of the energy equation. Refer to the annotated (#4) and follow 
the dashed lines on Fig. 1(c). 

5. After convergence is reached in the inner loop, apply T and xi uni-
formly throughout the cell volume by interpolating from the ODE 
solution data file that was stored in step #3. Refer to the annotated 
(#5) on Fig. 1(c).  

6. When χexit decreases below 10, resume integration using the baseline 
solver until the final solution time is reached. Set flag = false to 
resume the normal solution procedure. Refer to the annotated (#6) 
on Fig. 1(c). 

2.4. Reference model 

A reference model was established using MATLAB Simulink for the 
purpose of quantifying the accuracy of the baseline and new solvers. As 
previously mentioned, the present work solves the 3D transient heat 
conduction equation to highlight the challenges of integrating the 

Fig. 1. Computational domain using structured, hexahedral cells (a), schematic 
of baseline thermal abuse solver (b), and schematic of new thermal abuse 
solver (c). 
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governing equation (1) and constituent equation (3) for a representative 
3D mesh under stiff numerical conditions. Though the problem is set up 
using a 3D formulation and mesh, the boundary conditions (5) only 
allow heat transfer in the radial direction, making problem 1D and, 
therefore, suitable for development as a Simulink model. The 3D 
formulation is required for problems that are non-axisymmetric, such as: 
patch heater or other trigger methods the heat one part of the cell 
locally, module or pack geometry that is non-axisymmetric, venting and 
combustion that is non-axisymmetric, and other thermal boundary 
conditions (cooling) that are non-axisymmetric. 

The primary differences between the reference model and the full 3D 
model lie in the spatial and temporal discretization. The spatial dis-
cretization scheme is the same as the baseline and new solvers, i.e., 
second order central difference, but the spatial resolution is increased by 
about 3.6x through the use of 90 concentric rings to capture heat 
transfer in the radial direction. Time discretization was accomplished 

using MATLAB’s ODE15s solver, with a high relative tolerance of 1E-9. 
The high spatial resolution and high relative tolerance result in an ac-
curate model for evaluating the baseline and new solvers. 

3. Results and discussion 

Three cases were considered to evaluate the performance of the new 
solver: mildly stiff, moderately stiff, and extremely stiff. The reaction 
heat of the electrolyte decomposition reaction, Helec, was manipulated to 
determine the stiffness of the problem. The reaction heat increased from 
Helec = 155 J/g to 775 J/g and further to 1550 J/g for the mild, mod-
erate, and stiff cases, respectively. Simulations were conducted on a 
high-performance cluster and carried out in parallel on 48 cores for all 
models and cases. 

Fig. 2(a) shows volume-averaged temperature vs. time for the base-
line and new solvers, where the moderate and extreme cases are offset 

Fig. 2. Temperature vs. time of oven test simulation of an 18650 cell with comparison of baseline and new solvers under three cases of increasing numerical stiffness 
where each case is offset by 100 ◦C for clarity (a), time step size vs time comparison for the extremely stiff case (b), zoom-in of minimum, average, and maximum 
temperature vs. time for baseline solver during the extremely stiff case (c), and zoom-in of minimum, average, and maximum temperature vs. time with the entry 
criterion shown on the second y-axis for the extremely (d), moderately (e), and mildly stiff cases (f). 
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by +100 ◦C and +200 ◦C, respectively, for visualization purposes. In 
general, the baseline and new solvers agree well. Under all three cases, 
the cell goes into thermal runaway at t ≈ 47 min. The peak volume- 
averaged temperatures were 275 ◦C, 379 ◦C, and 509 ◦C for the base-
line solver under mild, moderate, and extreme numerical stiffness, 
respectively. The new solver reached similar peak temperatures: 275 ◦C, 
374 ◦C, and 490 ◦C. These results confirm that increasing electrolyte 
decomposition reaction effectively increases the numerical stiffness of 
the problem without affecting the initial heating period. 

Fig. 2(b) shows the time step size vs. time for the baseline and new 
solvers during the extremely stiff case. As the cell enters thermal 
runaway (t ≈ 47 min), the baseline solver was forced to choose very 
small time step sizes, reaching a minimum value of 2.6E-9 s. The new 
solver, on the other hand, showed a minimum time step size of 1.3E-2 s. 
It should be noted that the integration of the coupled ODEs during 
thermal runaway in the new solver still requires small time step sizes. 
For the extremely stiff scenario, the coupled ODE solver (step #3 in 
Fig. 1) reached a minimum time step size of 1.7E-8 s. Despite the small 
time step requirement when integrating the coupled ODEs, the global 
time step size of the new solver was not reduced to small time steps since 
the solution during thermal runaway is calculated a priori and applied 
uniformly to the cell volume at each global time step. 

Fig. 2(c) and (d) show the volume-average, minimum, and maximum 
temperature within the cell volume vs. time for the baseline and new 
solvers, respectively. The annotations in Fig. 2(c) illustrate that con-
duction effects are important in the moments leading up to thermal 
runaway when there is a noticeable temperature gradient within the 
cell. At the moment of thermal runaway, the internal heat generation 
rate exceeds the rate of heat conduction within the cell and external heat 
dissipation at the cell’s boundary, signaled by the sharp increase in 
temperature. Conduction effects become important again after thermal 
runaway, during cooldown. The annotation in Fig. 2(d) provides a 
visualization for the new solver’s treatment of the thermal runaway 
process. The temperature distribution within the cell collapses to a 
uniform temperature when the solver switches to the adiabatic, lumped 
body approximation. After the temperature rise, the solver switches 
back to the baseline solver, and the internal temperature distribution is 
recovered for the cooldown process. 

Fig. 3(a) shows the computational error, calculated as the difference 
between the volume-averaged temperature of the baseline or new 
solvers relative to the reference model. Errors increase with numerical 
stiffness, and the largest errors occur at the moment of thermal runaway, 
which is caused by the difference in the onset time of thermal runaway. 
Aside from the large error spike caused by the slight difference in 
thermal runaway onset time, the baseline model showed an error of 
16 ◦C at t = 48 min, which decreased to 5 ◦C at t = 60 min for the 
extremely stiff case. The new model showed an error of 5 ◦C at t = 49 
min decreasing to 3 ◦C at t = 60 min. In addition, the new solver showed 

thermal runaway onset 7 s before the reference model, and the baseline 
model showed thermal runaway 10 s before the reference model. These 
results indicate that the accuracy of the new and baseline solvers was 
comparable. 

Fig. 3(b) compares the simulation time for baseline and new solvers 
for all three cases. The poor scalability of the baseline solver is clearly 
seen as the wall-clock time increased from 10.9 min for the mildly stiff 
case, to 17.7 min for the moderately stiff case, and to 2416.3 min for the 
extremely stiff case. It is possible to increase the computation speed of 
the baseline solver by simply limiting the minimum time step size to 1E- 
6s, whereas all previous simulations had no minimum time step size 
limit. This modification has no effect on the mild and moderate cases, 
since the solver does not take time steps smaller than 1E-6 s. For the 
extremely stiff case, the wall clock time was reduced to 144.3 min, 
which is a 16.7x decrease in wall-clock time. The error relative to the 
reference model was comparable to the baseline (without time step size 
limit) and new solvers. The effectiveness of the new solver in alleviating 
numerical stiffness is clearly observed in Fig. 3(b). The wall-clock time 
for the extremely stiff case was 13.2 min, which is a 183x decrease in 
wall clock time from the baseline solver and a 11x decrease from the 
baseline solver with time step size limited to 1E-6 s. 

It should be noted that the baseline and new solvers showed no 
practical issues with numerical stability for the problems considered. 
Although the non-linear heat source terms increase exponentially with 
increasing temperature, the consumption of reactants limits the heat 
release. While the solvers showed no stability issues, the time step 
should be carefully monitored to ensure accurate solution. 

4. Conclusions 

A new solution method was presented for thermal abuse simulations 
of Li-ion battery cells. The new solver reduces numerical stiffness 
commonly encountered during thermal runaway by simplifying the 3D 
transient heat conduction equation to an adiabatic, 0D lumped body 
formulation only during the numerically stiff portions of the thermal 
abuse simulation, i.e., during thermal runaway. This assumption is valid 
since the internal heat generation rate during thermal runaway is vastly 
greater than the rate of heat conduction within the cell and external heat 
transfer across the cell’s boundary. The new solver exhibits excellent 
scaling where computational speed was increased by a factor of 183x for 
an extremely stiff scenario. The new solver showed similar levels of 
accuracy relative to the baseline solver using traditional integration 
methods. 

The new solver improves the practicality of high-dimensional ther-
mal abuse models with large mesh sizes, such as 3D, CFD-based models. 
The computational challenge with large mesh size is no longer com-
pounded by the numerical stiffness arising in the energy equation and 
reaction rate equations. In moving towards highly resolved simulations 

Fig. 3. Error of baseline and new solvers relative to the reference model (a) and comparison of wall-clock time vs. electrolyte decomposition reaction heat for: 
baseline solver with no limit on the minimum time step size, baseline solver with time step size limited to 1E-6 s, and new solver (c). 
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with advanced physics such as venting, combustion, and discrete phase 
particulates, improvements in the numerical treatment of the various 
aspects of these models, such as the novel approach for treating thermal 
runaway presented here, are critical. 
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