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Introduction
Modern automobiles contain complex computing networks of up to 100 controllers 
running millions of lines of code. Automotive manufacturers strive to gain significant 
advantages from the ability to efficiently update this software. These updates help 
avoid costly fleet recalls by solving software and even hardware issues, opening 
new business models, and extending the general life of a vehicle by upgrading 
functionalities over time.

Traditionally, the process of updating the car software has been time consuming and 
frustrating for the vehicle owners who are forced to visit a dealership to receive new 
software installations. 

This manual process is inconvenient for both the 
owner and the manufacturer for several reasons:

• It takes time and resources to disseminate 
software updates across a widespread dealer 
network, especially for OEMs with global 
operations.

• Dealers maintain a library of multiple software 
versions, which introduces the potential for 
errors and complexities.

• Relying on snail mail to notify vehicle owners 
about critical software updates is never an 
accurate method. It can result in missed 
notifications and overlooked updates, especially 
in the case of resale and change of ownership.

• Customer satisfaction suffers when the owner 
has to bring the car in every time.

Over-the-air (OTA) updates offer a promising 
solution to these issues. It also offers the potential 
for enhanced revenue streams as the OEM can 
offer add-on services through an OTA update. 
In fact, the majority of automotive OEMs regard 
OTA as the most impactful trend that will become 
a standard requirement, because it is the most 
visible and beneficial feature for end customers. 

However, performing a reliable OTA process has its 
own unique set of challenges including:

• Reducing the update package size to transmit 
only essential modifications

• Safeguarding against unauthorized software 
and firmware changes

• Preventing vehicle owners from compromising 
security through unauthorized customizations

• Ensuring safe execution of updates in 
uncontrolled environments

• Preventing misprogramming of controllers for 
driver safety

• Ensuring consistent internet connectivity and 
power supply during updates

• Directing specific updates to various vehicle 
models based on their purchased options or 
aftermarket equipment installations

In this paper, we look at the requirements for 
a secure, efficient, and reliable OTA update 
mechanism and propose an architecture that 
would speed up the development process for 
efficient and stable OTA updates for the OEMs, all 
while increasing customer satisfaction.
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Typical OTA Update Flow and Challenges
The traditional methodology for software updates can be represented by the flowchart 
below.

Figure 1. Typical software update flow for vehicles

Even though OTA updates can present many 
benefits, they also come with their own set of 
challenges:

• High network costs: Data transfer over the 
network can become extremely expensive at 
scale. As an example, an OEM selling 2 million 
cars per year will have 20 million cars on the 
road in 10 years. For a 10MB software update, 
there will be 200,000 TB of data transfer, not 
counting retries. Assuming a preferred network 
cost of $10 per GB, that amounts to $2 billion for 
a software update.

• Bandwidth limitations may affect updates: 
Some bigger updates may require a few GBs. 

With slow network connectivity, vehicles could 
stay blocked for many hours, resulting in a poor 
user experience.

• Resource intensive backend infrastructure: 
In terms of operational costs, it takes lots of 
resources to manage retries, connectivity, 
encryption, conflict resolution mechanisms, 
authentication, filtering, scalability, and high 
availability.

• Heterogeneous vehicle systems: Different 
configurations and update plans mean that 
updates are not just one-to-one. Sometimes one 
ECU has to update, then that triggers another 
update in another ECU and so on. There is no 
one-size-fits-all update methodology.
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As you can see, although OTA updates offer immense benefits in terms of keeping vehicles up-to-
date and enhancing features post-sale, they bring significant challenges in terms of network costs, 
system heterogeneity, infrastructure demands, bandwidth limitations, data reliability, and security 
requirements.

Requirements of a Robust Frequent OTA System
In order to overcome these challenges, a robust OTA system requires several key 
capabilities and features:

• Compressed and efficient data transfer: The 
amount of data transferred over the telco 
network must be reduced as much as possible 
by compressing the data, only syncing the 
necessary data, and avoiding complete re-
starts when there’s a failure (pick up update 
where it left off).

• Offline-first paradigm and user notifications: 
Notify users reliably via smartphone 
applications, or the vehicle infotainment system, 
and decrease retries as much as possible.

• Reliable, robust communication protocol: There 
should be conflict resolution, automatic retry 
mechanisms, and real-time monitoring of the 
update from the cloud.

• Flexible data model: Keep a library of current 
updates for all models, years, packages, and 
configurations and also keep track of historical 
updates, which typically requires more than one 
database in the cloud: one for current versions 
and another for historical versions. (We will cover 
this topic in further detail later.)

• Flexible system, easy to develop and maintain: 
Reduce as much as possible data piping 
work for engineers while ensuring efficient 
development processes. Otherwise, fast, error-
free deployments aren’t possible.

• Encrypted and secured system: A robust 
and resilient system requires authentication, 
authorization, encryption at rest and in flight.

• Data transmission reliability: In case of 
connection loss, retry and fail-back mechanisms 
are needed, which means the car has to 
redownload data packages from the start to the 
detriment of the user experience.

• Comprehensive security measures: Investment 
in end-to-end encryption, secure authentication, 
and continuous monitoring for threats is crucial. 
This includes protecting the data in transit 
and at rest, as well as safeguarding against 
unauthorized access and tampering.
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Logical Concepts for a Robust Frequent OTA System
Let’s break down and explain the logical concepts or building blocks for a robust 
frequent OTA system shown in Figure 2.

Figure 2. Building blocks for a robust frequent OTA process

Creating a reliable OTA update system for 
vehicles starts with a detailed plan that aligns 
with global standards, such as those outlined by 
the United Nations Economic Commission for 
Europe (UNECE). UNECE standards are essential 
for consistency and regulatory adherence in the 
automotive sector. Additionally, the OEMs have 
to take into account the principles of Software 
Update Management Systems (SUMS), which also 
includes variants management and handling. 
The OEMs must demonstrate that the SUMS is 
managed along the entire value chain. 

The SUMS framework plays a crucial role in 
facilitating secure and well-controlled software 
updates. Due to diverse configurations in different 
car models, an effective variant management 
is necessary. Incorporating version control 
and rollback mechanisms ensures a seamless 
transition back to the previous software version 
in case of unexpected complications. Rigorous 
testing, encompassing both virtual and real-world 
scenarios, needs to be integrated into the `update 
process to validate compatibility and functionality 
across various vehicle variants.

https://unece.org/sustainable-development/press/un-regulations-cybersecurity-and-software-updates-pave-way-mass-roll
https://unece.org/sustainable-development/press/un-regulations-cybersecurity-and-software-updates-pave-way-mass-roll
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Vehicle
A traditional vehicle can have anywhere from 30 
to 100 ECUs, and in more modern architectures, 
vehicles can have 100+ components across High-
Performance Computing Units (HCPs), Domain 
Control Units (DCUs), and Zonal ECUs. A subset of 
these units need to be synchronized and updated. 
On each domain (Telematics Unit, Main HPC, 
Update manager, Gateway, etc.), there’s the need 
to store the software versions and metadata of all 
the units belonging to that domain. Additionally, 
the data generated by these computing units can 
be stored and processed locally for analysis.

Such a database should follow an object-oriented 
paradigm so that the data can be modeled 
according to the Vehicle Signal Specification 
(VSS). VSS is an initiative by Connected Vehicle 
Systems Alliance (COVESA) to define a syntax 
and a catalog for vehicle signals. It can be used 

as a standard in automotive applications to 
communicate information around the vehicle, 
which is semantically well defined. It focuses 
on vehicle signals, sensors, and actuators with 
the raw data communicated over vehicle buses, 
and also focuses on data commonly associated 
with the infotainment systems. VSS includes 
standardized data definitions for vehicle signals 
while ensuring the same semantic understanding 
across different domains and also includes basic 
definitions for interfaces working on vehicle data 
(w3c, etc.). Figure 3 shows how example vehicle 
signals can be modeled via VSS. If we look at 
the VSS taxonomy in Figure 3, it has a vehicle as 
the root node whereas all the subsystems in the 
vehicle are represented by various branches. We 
also can see attributes such as VIN, model, and 
brand represented as leaf nodes.

Figure 3. Example snapshot of a VSS tree

https://covesa.github.io/vehicle_signal_specification/
https://covesa.global/
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The local storage should also contain information 
about the vehicle’s capabilities and applicable 
configurations, which can be identified and 
maintained in the cloud backend. This will help 
with management of vehicle diversity and makes 
it easy to remove, add, or update configurations 
directly from the cloud.

Finally there is a need to have a data 
synchronization mechanism between the vehicle 
databases on the different domain units and the 
cloud so that the OTA process can be initiated and 
monitored in real time. This data sync mechanism 
needs to take into account resolution of data 

conflicts, because vehicles could lose connectivity 
while being updated, creating a discrepancy 
between what’s stored in the vehicle and what’s 
stored in the cloud. Secondly, the data has to be 
synchronized with the backend in an efficient and 
compressed manner — as in the case of a large 
fleet of cars, the OEMs require to keep the mobile 
network operations costs low.

A simplified config file synchronization mechanism 
is represented in Figure 4. Note that the same 
sequence can be adapted for actual software 
download to the car.

Figure 4. Configuration file synchronization sequence between cloud and vehicle
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Cloud
There are a number of requirements for the cloud 
backend. There is a need for cloud object storage 
to efficiently store the vastly heterogeneous data 
(different models, years, packages, configurations, 
etc). These updates can be configuration files or 
actual software binaries that need to be pushed 
to the vehicle in the context of any vehicle feature 
update, activation, or deactivation. Additionally, 
the cloud needs to capture the software version 
history and other metadata associated with the 
OTA process. There can be millions of cars on the 

road and to be able to accurately track different 
software versions running on each car is extremely 
important for the OEMs. For storing metadata 
surrounding the actual update packages and 
handling synchronization with the vehicle, a fast, 
scalable, distributed, and highly available data 
platform is required. Finally, robust authorization 
and authentication protocols must be 
implemented to safeguard sensitive information 
and maintain the integrity of the update process.

Client Applications
Taking vehicle mobile applications as an 
example, key requirements for such applications 
include implementing robust security measures 
to authenticate users and protect sensitive 
information. Once authenticated and logged in, 
real-time communication channels need to be 
established between mobile app, vehicle, and the 
cloud, enabling the app to monitor vehicle status, 
receive alerts, and access diagnostic information. 
The incorporation of remote control functionality 
in the app empowers the users to manage crucial 
vehicle functions remotely. Similar to the vehicle 
database requirements, there is a need for an 

offline-first, embedded mobile database that 
stores user actions within the app and then pushes 
these changes to the cloud and the vehicle itself. 
When a new update is available for the vehicle, 
both the vehicle and mobile app get a notification 
instantly and once the update package is 
downloaded and applied on the vehicle, the 
mobile app gets another success notification. 
These requirements collectively contribute to 
a mobile app for vehicles that not only meets 
user expectations but also aligns with regulatory 
standards, fostering a secure and efficient 
connection between drivers and their vehicles.
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Let us reproduce Figure 2 with MongoDB components (Figure 5) and get a closer look at the three 
building blocks:

Figure 5. MongoDB-enabled building blocks for a robust frequent OTA process

How MongoDB Atlas Device Sync Facilitates 
Frequent OTA Updates
A vehicle is a resource-constrained embedded environment that is capable of 
generating an estimated 25 GB of data per day. For automotive OEMs, there is always 
a strong focus on resource management and efficiency. Every single MB of memory 
use has to be multiplied by millions of vehicles on the road to calculate the full impact 
of vehicle software updates and telemetry collection.

The MongoDB Atlas product portfolio provides OEMs three building blocks for building 
a reliable, robust and flexible OTA synchronizer:

• MongoDB Atlas: The fully managed, modern, 
multi-cloud database that provides MongoDB 
database as a service and enables Atlas 
Device SDK and Device Sync.

• Atlas Device SDK: A hugely popular object-
oriented and embedded persistence layer or 
SDK for a wide variety of environments such as 
C++, Swift, Kotlin, Flutter, and more.

• Atlas Device Sync: A fully managed
bidirectional data synchronization mechanism,
connecting the offline-first Atlas Device SDK
with the powerful cloud backend through a
bi-directional data synchronization that is
optimized for unreliable connectivity, with low
bandwidth through transparent change set
compression, and delta data synchronization
including deterministic conflict resolution.
Additionally, offline-first data sets can
dynamically set filters for data sets to be
synchronized, further increasing the efficiency
of data transmission.

https://www.covesa.global/sites/default/files/COVESA%20Vehicle%20Signal%20Specification_060122.pdf
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MongoDB Atlas Device SDKs (previously known 
as Realm), a fast, scalable, and object-oriented 
alternative to SQLite is already utilized in 
millions of mobile applications, IoT devices, 
and infotainment systems. It was designed 
with resource constraints in mind. Atlas Device 
SDK runs right on client devices such as mobile 
apps or vehicle ECUs. Apps can access data as 
objects using the native query language for each 
platform. Storing, accessing, and updating data is 
simple and lightweight. The open-source SDKs are 
available for most popular languages, frameworks, 
and platforms (C++, Swift, Node.js, etc.). Each 
SDK is language-idiomatic to the development 
environment and includes the core database 
APIs for creating and working with on-device 
databases.

Atlas Device SDK follows an offline-first 
paradigm, persisting local changes before 
synchronizing them with MongoDB Atlas as 
soon as connectivity is established. The SDKs 
intelligently handle sudden network interruptions 
without compromising device battery life. To 
optimize for low bandwidth and reduce data 
transfer costs, the synchronization mechanism 
sends only the changes on a field level over the 
network, compressing these changesets before 
transmission. The distributed architecture and 
offline-first approach include built-in deterministic 
conflict resolution within the Atlas Device Sync 
protocol, freeing developers from the intricacies of 
conflict resolution and enabling them to focus on 
feature development.

MongoDB Atlas
Since vehicles produced by a single OEM can be distributed all over the globe, it is 
important for the cloud backend to be globally accessible. Multi-cloud clusters in 
MongoDB Atlas enables a single application to use multiple clouds simultaneously. 
With multi-cloud clusters, data is easily distributed across different public clouds, 
like Amazon Web Services (AWS), Google Cloud, and Microsoft Azure, enabling data 
mobility and resilience without the complexity of manual data replication.

Additionally, not only will the amount of data produced per car increase exponentially 
in the future, the structures and data models will also evolve. In anticipation of the 
exponential growth in data produced per vehicle, MongoDB Atlas, the modern, multi-
cloud database built on the document model, provides the flexibility and horizontal 
scalability required to handle data coming in from millions and millions of connected 
vehicles.

Atlas Device SDK

https://www.mongodb.com/basics/sharding


12

Atlas Device Sync
MongoDB provides out-of-the-box bidirectional data synchronization through Atlas 
Device Sync between different Device SDKs (Realms), in client applications such as 
vehicle ECUs or mobile apps, and MongoDB Atlas on the cloud running on the OEM’s 
choice of cloud.

Putting together these components, OEMs can 
enable frequent, reliable OTA pipelines with 
vehicles on the road. Figure 6 illustrates the whole 
process step by step. The vehicle VSS model 
is stored in Atlas Device SDK (1), which helps 
consolidate data across different ECUs and 
apps in the vehicle. When a new configuration 
or software update is available, Atlas Device 
Sync sends a notification to the vehicle (2) and 
the notification is synchronized with the user 
phone as well (3). Atlas Device SDK sends back 
an acknowledgment to MongoDB Atlas that the 
vehicle is ready for the update (4). The file is then 
downloaded (5) and upon successful installation, 
an acknowledgement is sent back to the cloud 

backend (6) and the user is notified via the mobile 
app (7). On the cloud backend side, as data grows 
over time, Atlas Online Archive is triggered to 
move the historical data into a cloud-managed 
object storage for cost efficiency (8). The data 
in operational and analytical data planes can 
be brought together for trend analytics using a 
unified API via Atlas Data Federation (9). Using 
Atlas Device Sync, OEMs get the necessary tools 
for monitoring the status and performance of the 
OTA update process. The same data pipeline can 
be leveraged to keep track of all the software 
versions running in various applications and ECUs 
in the car.

Figure 6. OTA Update process synchronized and monitored via Atlas Device Sync

https://www.mongodb.com/atlas/online-archive
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Summary
This white paper addresses the challenges 
faced by automotive manufacturers 
in updating the intricate software 
systems embedded in modern vehicles. 
It emphasizes the inefficiencies of 
traditional manual update processes, 
highlighting the associated costs and 
inconveniences for both manufacturers 
and vehicle owners. The adoption of 
over-the-air (OTA) updates is a promising 
solution to streamline the update process 
and increase customer satisfaction. 
However, the unique challenges of 
implementing a reliable OTA process, such 
as data transfer costs, heterogeneous 
vehicle systems, and security concerns 
have to be addressed.

The proposed architecture for a 
robust frequent OTA (FOTA) system is 
outlined, encompassing compressed 
and efficient data transfer, an offline-
first paradigm, reliable communication 
protocols, a flexible data model, and a 
scalable cloud backend database. The 
role of MongoDB’s Atlas Device Sync 
in facilitating frequent OTA updates is 
highlighted, emphasizing its capabilities 
in handling resource-constrained 

embedded environments in the vehicle, 
bidirectional data synchronization, and 
offline-first local storage. The integration 
of MongoDB Atlas, Atlas Device SDK, 
and Atlas Device Sync is proposed as 
a comprehensive solution for OEMs to 
build a reliable, robust, and flexible OTA 
synchronizer. MongoDB offers OEMs 
the necessary tools for monitoring the 
status and performance of OTA update 
processes, ensuring a seamless and 
efficient connection between drivers and 
their vehicles.

To conclude, implementing these best 
practices and leveraging technologies 
like MongoDB’s Atlas Device Sync can 
enable automotive OEMs to conduct 
frequent, reliable OTA updates, enhancing 
customer satisfaction and reducing 
operational costs. The combination of 
vehicle data management, cloud storage, 
and client application integration forms a 
comprehensive approach to addressing 
the challenges associated with OTA 
updates in modern vehicles.

To learn more about MongoDB’s role 
in automotive industry, please visit our 
manufacturing and motion webpage.

https://www.mongodb.com/industries/manufacturing
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